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Abstract

The paper attempts to assess to what extent the central bank and/or the government should respond to developments that can cause financial instability, such as housing or asset bubbles, overextended fiscal policies, or excessive public or household debt. To formally analyze this question we set up a simple reduced-form model in which monetary and fiscal policy interact, and consider several scenarios with both benevolent and idiosyncratic policymakers. The analysis shows that the answer depends on a number of characteristics of the economy, as well as the degree of ambition and conservatism of the two policymakers and the society. Specifically, we identify circumstances under which potential financial instability drivers would best be addressed by: (i) both monetary and fiscal policy (‘sharing’), (ii) only one of the policies (‘specialization’), and (iii) neither policy (‘indifference’). In the former two cases there are shown to exist circumstances under which either policy should be more pro-active than the other in terms of financial instability, and also those under which fiscal policy should be ultra-active, ie care about nothing but the mitigation of financial instability causes. In terms of the implementation, we show that neither the government nor the central bank should be allowed to freely select the degree of their activism in regard to financial instability threats. This is because of a moral hazard problem: both policymakers tend to be insufficiently pro-active, and rather shift the responsibility to the other policy. Such behaviour has strong implications for the optimal design of the delegation process.
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1. Introduction

Policymakers have long been concerned with the issue of whether fluctuations of various classes of asset prices, as an indicator of inflation, or of financial fragility more generally, should be taken into setting monetary or fiscal policies. And if so, how?

The current global financial crisis has highlighted the importance of re-examining these questions. The main objective of the paper is therefore to formally model them, and assess to what extent, if at all, the central bank and the government should take into account potentially destabilizing developments such as bubbles in the asset and housing markets, or excessive public and household debt.

In doing so our focus is ex-ante rather than ex-post. We attempt to derive the optimal degree of ‘financial instability (pro)activism’ of monetary and fiscal policies that avoids a potential crisis. Our analysis will therefore not provide insights into how to deal with the current situation, or previous episodes such as the 1930s slump or the Japanese depression of the 1990s.

Whether policymakers should respond to asset prices has been examined a number of times in the academic literature, and the consensus view has been remarkably clear. Movements in asset prices should not be included in monetary policy rules since, if inflation is being targeted and predicted correctly, the additional welfare benefits of doing so are minimal. Indeed it could have damaging side effects. Perhaps the most definitive statement of this view comes from Bernanke and Gertler (2001) who argue that: ‘Once the predictive content of asset prices for inflation has been accounted for, there should be no additional response of monetary policy to asset price fluctuations’. Many other papers reach the same view: for example Vickers (2000), Filardo (2000) who implements the ideas put forward in Goodhart (1995), Mishkin (2001), Gilchrist and Leahy (2002), Faia and Monacelli (2007).

Based on the findings of this stream of literature, financial instability has been given little role institutionally as far as real world policymakers are concerned. Nevertheless, as Bernanke and Gertler (2001) themselves note, there are various qualifiers to this (up until recently) standard view. Some authors have stressed that the qualifiers could prove important under various special circumstances; and that having policies react to asset price changes, misalignments or bubbles is likely to be helpful for that reason. Cecchetti et al (2002) for example argue that central banks need to react differently to asset price misalignments than to changes that are driven by fundamentals (‘normal’ times). Since central banks can presumably detect fundamentals, this should be possible without imposing target values for asset prices.

Similarly Bordo and Jeanne (2002), in investigating the circumstances in which asset price reversals can have a serious effect on real activity, find that whether including asset prices in the policy rule is helpful or not depends on the prevailing economic conditions in a complex, non-linear way. Implicitly Bean (2003) comes
to a similar conclusion when he argues that monetary policy needs only adequate inflation forecasts, but comments that a credit crunch or financial imbalances might affect policy in subtle ways since price stability does not in itself ensure financial stability or a low impact on activity levels. Bean therefore recommends a closer look at cases where credit expansion and asset price movements signal financial imbalances rather than a response to changes in the fundamentals.

Given these qualifications, and in the light of the financial instability of the past two years, it is important to look again at the desirability of giving various asset price movements a role in the setting of macroeconomic policies. To do so we use a simple theoretical model, as the above cited papers do, although for reasons of transparency and simplicity we use a reduced-form model rather than the structural models of those references. This is motivated by what we know from past work which shows that if there is a role for financial instability activism, it is likely to be complex and nonlinear. Hence transparency and the ability to generate analytic insights from our results will be at a premium. In addition, we adopt a general instability measure that could be interpreted broadly as a monetary aggregate; or asset prices, house prices, public or private debt, budget deficit etc.

While the details of the model will be given later, let us note that there exists no additional policy instrument available in the model to achieve the financial stability goal (in the spirit of Tinbergen (1952)). Despite this, we show that under some (but not all circumstances) social welfare can still be improved using the existing two instruments of monetary and fiscal policy. The improvement is achieved by a change in the optimal responses of the two policies to main macroeconomic variables.

Our analysis emphasizes four key conclusions. First, any need for policies designed to safeguard financial stability will be generated by the government’s (public’s) ‘ambition’ for outcomes in the real economy that cannot be sustained over the long-term. In a reduced-form analysis, these can be modelled as the society’s and/or government’s output target above the potential level. In the absence of excessive ambition no extra instability activism is needed, as in the standard view.

Second, financial instability activism affects the policymakers’ utility both directly and indirectly. In terms of the indirect effect, such activism will be shown to alter macroeconomic outcomes, and hence the utility of the policymakers. In terms of the direct effect, if policymakers admit that financial stability is important (by attending to it), then a given deviation from it will cause great disutility to them – as we can see in the present crisis. This is how we incorporate financial instability activism in the model - it enters as a parameter in the policy objective function (and hence expresses both the degree of activism and aversion to financial instability).
Third, we show that whether or not it is socially optimal that monetary and fiscal policies respond to financial instability factors depends on a number of variables describing the economy and the policymakers’ (society’s) preferences. In particular, it is demonstrated that under some circumstances common financial instability drivers should be responded by: (i) both monetary and fiscal policy (sharing scenario), (ii) only one of the two policies (specialization scenario), (iii) neither policy (indifference scenario). Interestingly, in the (i)-(ii) scenarios under some circumstances monetary policy should be more instability pro-active than fiscal policy, and under others the reverse is true. In fact, we show that under some parameter values optimal fiscal policy is ‘ultra-active’, and responds to nothing but mitigation of potential financial instability.

Fourth, we show that the implementation of such optimal setting may be ‘difficult’. This is because due to the above direct (aversion) effect both the government and the central bank may tend to be insufficiently pro-active in avoiding financial instability, and try shifting the responsibility to the other policy. Put differently, due to this moral hazard problem neither the monetary nor the fiscal policymaker should be allowed to freely select the degree of their activism in regard to financial instability threats.

We consider two alternatives of the delegation process in terms of social welfare. In the dependence scenario the government selects the degree of activism to potential financial instability for itself as well as for the central banker. In the independence scenario the central banker chooses its own degree of activism. It is shown that each delegation scenarios may Pareto-dominate the other in terms of social welfare under some circumstance, the independence scenario is a more robust regime because the central bank can then ‘force’ the government to become active in the defence of financial stability.

The rest of the paper is structured as follows. Section 2 presents the model. Section 3 describes the delegation scenarios of interest and their timing. Section 4 reports the results, separately for the various scenarios, and provides their comparison from the social welfare point of view. Section 5 summarizes and concludes.

2. Model

Our aim is to provide some basic insights into financial instability activism of the policymakers - both from the normative and positive perspective. The former perspective refers to the socially optimal levels of activism, whereas the latter refers to the levels that are likely to obtain in the real world under existing delegation procedures.

In order to be able to derive clear analytical results, we will use a reduced-form macroeconomic framework rather than a general equilibrium model. This is a deliberate choice. The model we use has well-known micro foundations, and its parameters can be derived from (are functions of) the deep parameters of
the underlying microeconomic relations. Put differently, there exists a mapping between the micro-founded and reduced-form models.

2.1. Preferences. The policymakers’ and society’s period utility functions feature three ‘stabilization’ components:

\[ u_{i,t} = -\beta_t (x_i - x_{iT})^2 - (\pi_i - \pi_{iT})^2 - \lambda_t (g_t - g_{iT})^2, \]

where \( i \) is the set of players, \( i \in \{ F, M, S \} \), such that \( F \) is the fiscal policymaker (the government), \( M \) is the monetary policymaker (the central bank), and \( S \) is the social planner (the public). The \( x, \pi, g \) variables denote the output gap, inflation, and asset growth in real terms (as described above), and \( x^T, \pi^T, g^T \) denote the respective targets. We will refer to the relative weights between them, \( \beta > 0, \lambda \geq 0 \), as the degrees of conservatism and financial instability (f-instability) activism respectively.

The fact that the policymakers are averse to f-instability can also be interpreted as future considerations about the former two objectives - an attempt to avoid potential imbalances. Specifically, excessively volatile or rapid growth in some financial and real variables is likely to cause more volatile inflation and output further down the track, and hence is already a reason for concern in the present. We will refer to the cases \( \lambda = 0, \lambda \in (0, \infty) \), and \( \lambda = \infty \) as the policymaker being passive, active, and ultra-active (in regards to f-instability prevention) respectively.

In order to limit the degree of heterogeneity, and better identify the main driving forces, let us assume that the latter two targets are common across players, and normalize them to zero:

\[ \forall i, \pi_{iT} = 0 = g_{iT}. \]

In contrast, we allow for \( x^T \geq 0 \), referring to \( x^T \) as the degree of ambition, and distinguishing two types of players (from a Friedmanite perspective): responsible with \( x^T = 0 \), and ambitious with \( x^T > 0 \). We will further streamline the analysis by focusing on the scenario which is typically of most concern, in which the central bank is responsible, but the government is ambitious. The society may be responsible or ambitious, ie

\[ x^T_S \geq x^T_M = 0 < x^T_F. \]

\(^{5}\)While there are limitations of such reduced-form approach (which we fully acknowledge), and potential implications for robustness, it will nevertheless become apparent that our main insights are independent of the structure of the macroeconomic setting. Therefore, we believe that in the interests of simplicity, and to maximize the insights that can be derived, the reduced-form model is justified.

\(^{6}\)The players can be thought of as discounting the future in a multiperiod criterion, but it will become apparent that this does not affect the nature of our results. Further, see Woodford (2003) on how the first two elements can be derived from microfoundations.

\(^{7}\)Note that our meaning is different from the active/passive labels used by Leeper (1991).
2.2. **Economy.** The analysis requires a model in which both $M$ and $F$ policies can affect, either directly or indirectly, all three targeted variables. Many macroeconomic models would satisfy this requirement. For reasons explained above we will use the simplest possible setting with these properties, specifically the following Lucas type supply curve:

$$x_t = \mu(\pi_t - \pi^e_t) + \rho(G_t - \pi_t).$$

The $\pi^e$ variable denotes inflation expectations that are formed rationally by private agents. The $G$ variable is the instrument of $F$ policy, which should be interpreted broadly as the *long-run stance* of $F$ policy. It can be thought of as all the $F$ settings that affect present or future revenues and expenditures. The former could be summarized by the average size of the budget deficit, or the growth rate of nominal debt as a percentage of GDP. The latter should also include demographic factors that affect future welfare, medicare and pension expenditures, as well as the expected value of potential government guarantees for private firms etc).

The specification in (4) postulates that the real economy if affected by $F$ policy in real terms, which is the case in most models. Intuitively, inflation reduces the purchasing power of the government’s handout, lowering its income effect, and hence the stimulus made to consumption and investment. The specification also implicitly assumes that the economy exhibits some non-Ricardian features (eg naïve voters or borrowing constraints).

In terms of $M$ policy, we assume the central bank to directly use $\pi$ as its instrument, which is reasonable due to our focus on the steady-state outcomes. The parameters $\mu > 0$ and $\rho > 0$ will hence be referred to as the *potency of* $M$ and $F$ policy respectively. Excessively expansionary, excessively contractionary, and balanced $F$ and $M$ policy can therefore be described by $G > 0$, $G < 0$, and $G = 0$ respectively for the former policy, and $\pi > 0$, $\pi < 0$, and $\pi = 0$ for the latter.

The final relationship needed is a linkage between the policies and f-instability. This is provided by assuming that asset growth is directly fueled by excessive $F$ policy in real terms, ie

$$g_t = G_t - \pi_t.$$

Instead of directly modeling the long-term budget constraint of the government, the fact that $F$ policy cannot boost output forever is indirectly summarized in the f-instability aversion of the players.

Let us sum up the influence of the policies on the three targeted variables. Both $M$ and $F$ policies affect $x$ through (4), and $g$ through (5). Because of these two effects, the policies also indirectly (through their reaction functions) influence each

---

8Since we are interested in steady-state outcomes, including a shock in (4) would not alter our conclusions in any way.

9This is realistic. Due to the short political cycle, many current governments (even in industrial countries) do not behave as if they were factoring in the long-term budget constraint.
other’s optimal instrument setting, \( \pi^* \) and \( G^* \), as will become evident in Section 3.1.

3. SCENARIOS AND TIMING

We assume that the central bank has full instrument-independence from the government, i.e., it can choose \( \pi \) optimally given its own objectives. In terms of either player’s f-instability activism \( \lambda_M \) and \( \lambda_F \), we assume that those parameters are chosen simultaneously at the beginning of the game, and then apply throughout the whole game (i.e., they are constant). We will consider three different scenarios in terms of which player chooses these values.

1. **Welfare scenario, \( W \):** Both \( \lambda_M \) and \( \lambda_F \) are chosen by \( S \);
2. **(Goal)-Independence scenario, \( I \):** \( \lambda_M \) is chosen by \( M \) and \( \lambda_F \) is chosen by \( F \);
3. **(Goal)-Dependence scenario, \( D \):** Both \( \lambda_M \) and \( \lambda_F \) are chosen by \( F \).

In all scenarios, observing the choices, the players set their instruments each period in a discretionary fashion. This again happens under imperfect information, i.e., simultaneously, and gets repeated every period.\(^\text{10}\)

The welfare scenario provides the normative benchmark case. This is because the social planner optimally chooses to delegate the degree of f-instability activism to \( M \) and \( F \) in the proportion that maximizes social welfare. Put differently, these are the values that would win an election, see Demertzis et al. (2004).

The \( I \) and \( D \) scenarios present the positive view, i.e., provide two alternatives of how f-instability activism can and has been implemented institutionally in the real world. The former seems more likely to be the case in industrial countries, whereas the latter in developing countries. We will see below that the socially optimal values derived in the \( W \) scenario often do not obtain in the \( I \) and \( D \) scenarios due to a moral hazard problem on the part of the policymakers.

This is because they not only take into account the effect of their \( \lambda \) on macroeconomic outcomes (and hence indirectly on their utility), but also the effect on the magnitude with which their utility will be directly affected by their \( \lambda \) - for a given set of macroeconomic outcomes. Therefore, a higher \( \lambda \) may lead to an improvement in social welfare, but still lower the utility of the respective policymaker, who hence has an incentive to choose a suboptimally low \( \lambda \).

This can happen in two ways. A higher \( \lambda \) may produce higher social welfare but affect the distribution of gains in utility to the disadvantage of some players. Or a higher \( \lambda \) may decrease the spillovers between players, but not by enough to compensate for the loss in their private objectives (Hughes Hallett, (1992)).

\(^{10}\)In our companion work (without f-instability activism) we allow for a more general timing that whereby the players’ actions may feature some rigidity and/or commitment, i.e., they do not necessarily happen simultaneously every period. In order to separate the impact of such asynchronous timing from the effect of f-instability activism we do not pursue this avenue here.
4. Results

In presenting the results of our analysis, Section 4.1 will first derive the optimal setting of the policy instruments and the resulting macroeconomic outcomes - treating the λs as exogenous. Sections 4.2-4.4 then endogenize the λs and report their equilibrium values and related outcomes - separately for the three considered scenarios W, I, and D.

4.1. Instrument Setting and Macroeconomic Outcomes. In order to derive the macroeconomic outcomes, under all scenarios, we need to solve backwards, treating the λs as exogenous. Using the players’ preferences in (1)-(3) together with the supply constraints (4)-(5), we get the following policy reaction functions

\[ \pi_t = \frac{G_t[\rho \beta_M (\rho - \mu) + \lambda_M]}{1 + \rho \beta_M (\rho - \mu) + \lambda_M} \text{ and } G_t = \frac{\pi_t (\lambda_F + \rho^2 \beta_F) + \rho \beta_F x_F^T}{\lambda_F + \rho^2 \beta_F}. \]

Note that even if the policies are formally instrument-independent as we assume, they are still inter-dependent - through spillovers in the economic outcomes. Put differently, the optimal setting of each policy is, for almost all parameter values, a function of the other policy’s choice. Solving the reaction functions jointly we obtain the equilibrium macroeconomic outcomes as follows

\[ \pi_t^* = [\beta_M \rho (\rho - \mu) + \lambda_M] \frac{x_F^T \beta_F \rho}{\beta_F \rho^2 + \lambda_F} \text{ and } G_t^* = [\beta_M \rho (\rho - \mu) + 1 + \lambda_M] \frac{x_F^T \beta_F \rho}{\beta_F \rho^2 + \lambda_F}, \]

\[ g_t^* = \frac{x_F^T \beta_F \rho}{\beta_F \rho^2 + \lambda_F} \text{ and } x_t^* = \frac{x_F^T \beta_F \rho^2}{\beta_F \rho^2 + \lambda_F}. \]

Note that if \( x_F^T = 0 \), all variables are at their optimal long-run values, and thus there exist no imbalances. Since the driving force of financial instability disappears in such case, there is no need for policy activism. The rest of the results section therefore considers the \( x_F^T > 0 \) case.

4.2. Welfare Scenario, S. To derive the equilibrium outcomes of this benchmark case, move backwards and substitute all equilibrium values from (7)-(8) into \( u_{S,t} \). Then take derivatives with respect to both \( \lambda_M \) and \( \lambda_F \), set them equal to zero, and solve them jointly. Doing so yields the following socially optimal degrees of \( M \) and \( F \) f-instability activism

\[ \lambda_M^W = \begin{cases} \beta_M \rho (\mu - \rho) & \text{if } \rho < \mu, \\ 0 & \text{if } \rho \geq \mu. \end{cases} \]

\[ \lambda_F^W = \begin{cases} \beta_F \left[ x_F^T (\lambda_S + \beta_{SS^2}) - \rho^2 \right] & \text{if } x_S^T > 0, \\ \infty & \text{if } x_S^T = 0. \end{cases} \]
Our first proposition summarizes the possible types of outcomes.

**Proposition 1.** In the welfare scenario, there are circumstances under which: (i) both policies should be passive (the *indifference* region), (ii) one policy should be active and the other passive (the *specialization* region); (iii) both policies should be active (the *sharing* region), and in the latter two regions, (iv) either policy should be more active than the other, and (v) fiscal policy should be ultra-active.

*Proof.* The proposition claims that there exist parameter values under which we obtain (i) $W_M = W_F = 0$; (ii) $W_M > 0 = W_F$; (iii) $W_M > 0 < W_F$; (iv) $W_M > W_F$ or $W_M < W_F$; and (v) $W_F = \infty$. It is straightforward to derive these from (9)-(10), setting up the relevant inequalities.

Specifically, the indifference region (i) obtains if $x_T^F < x_T^S$ and $\rho > \max\left\{\mu, \sqrt{\frac{\lambda_S x_T^F}{\beta_S(x_T^S-x_T^F)}}\right\}$. The specialization region (ii) in which $F$ policy is active and $M$ policy is passive occurs either if $x_T^F \geq x_T^S > 0$ and $\rho \leq \mu$; or if $x_T^F < x_T^S$ and $\rho \in \left[\mu, \sqrt{\frac{\lambda_S x_T^F}{\beta_S(x_T^S-x_T^F)}}\right]$; or if $x_T^F < x_T^S$ and $\rho < \sqrt{\frac{\lambda_S x_T^F}{\beta_S(x_T^S-x_T^F)}}$. The specialization region (ii) in which the roles are reversed occurs if $x_T^F < x_T^S$ and $\rho \in \left(\sqrt{\frac{\lambda_S x_T^F}{\beta_S(x_T^S-x_T^F)}}, \mu\right)$. The sharing region (iii) obtains either if $\mu > \rho$ and $x_T^F \geq x_T^S > 0$; or if $x_T^F < x_T^S$ and $\rho \in \left[\mu, \sqrt{\frac{\lambda_S x_T^F}{\beta_S(x_T^S-x_T^F)}}\right]$; or if $x_T^F < x_T^S$ and $\rho < \min\left\{\mu, \sqrt{\frac{\lambda_S x_T^F}{\beta_S(x_T^S-x_T^F)}}\right\}$. In terms of (iv), for $F$ policy to be more active than $M$ policy it is - in addition to the conditions ensuring the specialization or sharing regions (ii)-(iii) - required that

$$\lambda_S > \tilde{\lambda}_S = \frac{\beta_S\beta_M x_T^S\rho(\mu - \rho) + \beta_F\beta_S\rho^2(x_T^F + x_T^S)}{\beta_F x_T^F}.$$  

The roles are reversed if $\lambda_S < \tilde{\lambda}_S$, and the policies are equally active if $\lambda_S = \tilde{\lambda}_S$. Finally, (v) can be seen by inspection of (10).

**Corollary 1.** There exist a range of circumstances under which society finds it optimal appointing $M$ and $F$ policymakers that are both: (i) active even if society fully disregards f-instability, $\lambda_S = 0$; and (ii) passive even if society is averse to f-instability, $\lambda_S > 0$.

The proposition and the corollary suggest that it is by no means obvious which policy, if any, should react to f-instability, and how strongly so. They demonstrates that the answer depends on several variables describing the economy and
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11This is the normative conclusion. The next section presenting the Independence scenario will show that the positive conclusion is analogous. It demonstrates that it is by no means obvious which policy, if any, will react to f-instability, since all the three regions can still obtain.
the preferences of the players (as discussed above, in a richer micro-founded model all these reduced-form variables are further functions of the deep parameters).

Nevertheless, some situations are more likely to occur than others. For example, the parameter range of the indifference region is not very plausible, making it unlikely that both policymakers should be passive.

The following results help us understand better the intuition behind the optimal degrees of f-instability activism - by highlighting its macroeconomic role and effects.

**Proposition 2.** In the welfare scenario, the degree of M f-instability activism is weakly decreasing in the bank’s conservatism, implying their substitutability.

Proof. By inspection of (9).

Intuitively, $\lambda_M$ is a substitute for M policy conservatism as it brings inflation closer to the inflation target, see (7). Note that since all three elements of the utilities are quadratic, it is optimal to ‘spread the load’ between the three stabilization objectives.

**Proposition 3.** In the welfare scenario, the degree of F f-instability activism is weakly: (i) increasing in $\lambda_S$, $\frac{x_F}{x_S}$, $\rho$, and $\beta_F$ (the latter implying its substitutability with F conservatism); (ii) decreasing in $\beta_S$ (implying its complementarity with society’s conservatism); and (iii) independent of M policy preferences (including M f-instability activism).

Proof. By inspection of (10).

Intuitively, the greater the potency and ambition of F policy, and the lower the government’s conservatism, the greater degree of F f-instability activism $\lambda_F^W$ will be delegated. This is because such government tends to run a more expansionary F policy, ceteris paribus, and only a higher $\lambda_F^W$ will tame the government’s expansionary (and financial sector destabilizing) efforts.

The optimal $\lambda_F^W$ is further increased if the society is more averse to f-instability, and less ambitious. In the case in which the society is responsible, it finds it optimal to delegate an ultra-active government in terms of f-instability (and this is can be even under $\lambda_S = 0$). Fiscal activism then offsets F ambition, and achieves both real asset growth and inflation on target.

It is important to note that if the government’s preferences are fully in line with society’s, $x_F^T = x_S^T$ and $\beta_F = \beta_S$, then we obtain $\lambda_F^W = \lambda_S$, which is intuitive. The results however demonstrate that society may find it difficult to ‘institutionalize’ the socially optimal objectives, and legislate certain $\lambda_F$ and $\lambda_M$ values. This is because these values depend on a number of parameters that may change over time. Therefore, in the real world the degrees of M and F activism are chosen either both by the government (the dependence scenario), or by the central bank and the government respectively (the independence scenario).
4.3. **Independence Scenario, I.** In this scenario each policymaker chooses independently (and simultaneously) their own \( \lambda \) values. Analogously to the welfare case, to do this substitute all equilibrium outcomes from (7)-(8) into \( u_{M,t} \) and \( u_{F,t} \), differentiate with respect to \( \lambda_M \) and \( \lambda_F \) respectively, and set equal to zero to obtain the reaction functions (we only report the \( F \) policy one that will be used below)

\[
\lambda_F = 2\lambda_M^2 + 4\beta_M\lambda_M(\rho - \mu) + k \quad \text{where} \quad k = \rho^2 \left( 2\beta_M^2 (\mu - \rho)^2 - \beta_F \right),
\]

Solving the reaction functions jointly yields

\[
\lambda_M^I = \begin{cases} 
\lambda_M^W - \frac{1}{2} & \text{if } \rho < \mu, \\
0 & \text{if } \rho \geq \mu.
\end{cases}
\]

\[
\lambda_F^I = \begin{cases} 
\frac{1}{2} - \beta_F \rho^2 & \text{if } \rho < \sqrt{\frac{1}{2\beta_F}}, \\
0 & \text{if } \rho \geq \sqrt{\frac{1}{2\beta_F}}.
\end{cases}
\]

**Proposition 4.** The indifference, specialization, and sharing regions reported in Proposition 4 for the welfare scenario can all obtain in the Independence scenario as well. In the latter region either policy may be more active than the other, but it is never the case that a policy is ultra-active.

**Proof.** These existence claims are proven by inspection of (12) and (13). In particular, the indifference region obtains under \( \rho \geq \max \{\mu, \sqrt{\frac{1}{2\beta_F}}\} \). The specialization region of \( F \) policy obtains if \( \rho \in \left[ \mu, \sqrt{\frac{1}{2\beta_F}} \right) \), whereas \( M \) policy specialization obtains under \( \rho \in \left( \sqrt{\frac{1}{2\beta_F}}, \mu \right] \). The sharing region occurs iff \( \rho < \min \{\mu, \sqrt{1/2\beta_F}\} \). Intuitively, the three regions obtain under large, medium, and small values of \( \rho \) respectively.

In terms of the degree of activism, \( F \) is more active than \( M \) if, in addition to the sharing region constraints, \( \beta_F < \beta_M \left( 1 - \frac{\mu}{\rho} \right) + \frac{1}{2\beta_F} \). Reversing the inequality also reverses the relative magnitudes of activism. Finally, the expressions in (12) and (13) show that \( \max \{\lambda_M^I, \lambda_F^I\} < \infty \) for all parameter values, ie there exist no circumstances under which the degree of activism is infinite.

**Proposition 5.** In the independence scenario: \( F \) f-instability activism is, from the government’s perspective, a complement to \( F \) conservatism, which is in contrast to society’s perspective of Proposition 3. \( M \) f-instability activism meanwhile is, from the central bank’s perspective, a substitute to \( M \) conservatism, which is in line with to society’s perspective of Proposition 3.

**Proof.** In terms of \( F \) policy, (13) shows that \( \lambda_F^I \) is non-increasing in \( \beta_F \) whereas (10) shows that \( \lambda_M^W \) is non-decreasing in \( \beta_F \). In terms of \( M \) policy, (9) and (12) show that both \( \lambda_M^W \) and \( \lambda_M^I \) are non-decreasing in \( \beta_M \).
The difference in the setting of $F$ policy is due to the fact that in the independence scenario $\lambda_F$ affects $F$’s utility not only indirectly (through macroeconomic outcomes), but also directly (via the magnitude with which a given outcome is ‘felt’ by the government). If $F$ is ambitious and insufficiently conservative, she will produce inferior outcomes - excessively volatile asset growth to achieve its output objectives. She will therefore choose a low $\lambda_F$ to ‘avoid responsibility’ for these outcomes.

As a matter of practical $M$ policy making, the central banker may utilize the substitutability and find it ‘politically more convenient’ to select a higher $\lambda_M$ rather than a lower $\beta_M$. This is especially true in turbulent situations such as the current financial crisis in which the society’s f-instability aversion, $\lambda_S$, is high.

**Proposition 6.** In the independence scenario, $M$ can indirectly induce $F$ policy to be active.

**Proof.** To see this existence claim, examine the $F$ reaction function $\lambda_F$ reported in (11). The fact that $\lambda_F$ is a function of $\lambda_M$, and that for all parameter values there exist a sufficiently large $\lambda_M$ that yields a positive $\lambda_F$, completes the proof. □

In order to better understand this inducement, and more generally the incentives of the government in setting $\lambda_F$, let us examine (11) in more detail. We can also think of the following exercise as the case in which the government knows that the central bank does not choose $\lambda_M$ optimally, but in some arbitrarily fashion.

The reaction function (11) shows that the optimal $\lambda_F$ is a quadratic function of $\lambda_M$. It implies that under some parameter values $\lambda_F$ is monotonically increasing in $\lambda_M$; whereas under others the relationship is non-monotone.

Specifically, in the case of $\rho < \mu$ and $k > 0$ (which can obtain for any combination of $\beta_M$ and $\beta_F$), the quadratic equation has two positive roots, meaning that $\lambda_F$ is: (i) decreasing in $\lambda_M$ for values below a certain threshold, (ii) increasing in $\lambda_M$ for values above a certain threshold, and (iii) independent of $\lambda_M$ for values between the thresholds. An example is plotted in Figure 1.

Let us discuss the intuition behind the $\lambda_F$ vs $\lambda_M$ relationship - from the government’s perspective - by using the $\pi^*_t$, $x^*_t$ and $g^*_t$ values derived in (7)-(8). Each change in $\lambda_F$ generally impacts the government’s utility in four respects - three indirect and one direct.

In terms of the indirect effects, $\lambda_F$ determines $\pi^*_t$, $x^*_t$ and $g^*_t$, and hence the gaps of these variables from their targets. In terms of the direct effect, $\lambda_F$ is the magnitude with which the latter gap is felt by the government. Whether $\lambda_F$ is positive or zero, and whether it is increasing or decreasing in $\lambda_M$, depends on the relative magnitudes of these four effects.

1) **Complementarity:** $\lambda_F$ is increasing in $\lambda_M$. In this case (that obtains for a large part of the parameter space), $\lambda_M$ is sufficiently high so that it tends to

\footnote{This has arguably been the case in the real world up until the current financial crisis, whereby central banks have commonly chosen to be passive and disregard financial instability.}
increase $\pi^*_t$. The government does not like that but faces a tradeoff. By increasing $\lambda_F$ the government counter-acts this and reduces $\pi^*_t$ closer to the target. Another positive side-effect of such action is that a higher $\lambda_F$ reduces real asset growth, and hence brings it closer to its target $g_F^T$. But by raising $\lambda_F$ a unit deviation from this target now causes a higher disutility. Furthermore, a higher $\lambda_F$ reduces $x_t^*$ and moves it further away from the target $x_F^*$ (it can be easily shown that $x_t^* \leq x_F^*$ for all $\lambda_F \geq 0$). We can therefore conclude that in this region the former two effects dominate the latter two, and $F$ hence ‘helps’ $M$ achieve the inflation target.

2) **Substitutability:** $\lambda_F^t$ is decreasing in $\lambda_M$. The advantage of a lower $\lambda_F$ in this case, in addition to the fact that a unit f-instability is less painful, is the fact that a lower $\lambda_F$ increases $x_t^*$ closer to its target. One disadvantage of lower $\lambda_F$ is the fact that it reduces $\pi^*_t$ further away from the target (the parameters of this case generate deflation, and lower $\lambda_F$ makes the deflation even stronger). Another downside is that $g_t^*$ will move further away from its target. In this case however the former two effects dominate, and $F$ therefore makes it harder for $M$ to achieve the inflation target.

3) **No relationship:** $\lambda_F^t$ is not a function of $\lambda_M$. This case is a combination of the other two, in which the best thing the government can do for itself is to be passive and disregard f-instability altogether.

4.4. **Dependence Scenario, D.** In this scenario, the government is choosing its own $\lambda_F$, while delegating $\lambda_M$ to the central bank. Analogously to the welfare case,
substitute all equilibrium outcomes from (7)-(8) into $u_{F,t}$, differentiate with respect to $\lambda_M$ and $\lambda_F$, set equal to zero, and solve jointly to obtain

(14) \[ \lambda_M^D = \lambda_M^W, \]

(15) \[ \lambda_F^D = 0. \]

**Proposition 7.** In the dependence scenario, the government will choose its own activism that is less than or equal to what the government (i) delegates to the central bank, $\lambda_F^D \leq \lambda_M^D$, and (ii) chooses for itself in the independence scenario, $\lambda_F^D \leq \lambda_F^I$.

*Proof.* By inspection of (9), (13), and (14)-(15).

The proposition demonstrates that the government has an incentive to ‘pass the buck’, and leave it up to the central bank to deal with the consequences of its excessively ambitious actions. Put differently, the government realizes that it will be necessary to reduce any excessive asset growth of its own making, but refuses to bear the real costs of doing so. An analogous result can now be reported about $M$ policy.

**Proposition 8.** In the independence scenario, the central bank will choose its activism that is less than or equal to both the socially optimal degree, and the degree chosen by the government under dependence, ie $\lambda_M^D = \lambda_M^W \geq \lambda_F^I$.

*Proof.* By inspection of (9), (12), and (14).

The following result combines the previous two propositions. It reveals that under some circumstances the government’s self selected $\lambda_F^I$ may still be above the socially optimal $\lambda_F^W$, in order to compensate for the suboptimally low $\lambda_M^I$ level.

**Proposition 9.** The government’s chosen f-instability activism in the independence scenario may be higher than the one delegated in the welfare scenario, $\lambda_F^I > \lambda_F^W$.

*Proof.* Inspection of (10) and (13) reveals that $\lambda_F^I > \lambda_F^W$ obtains iff

(16) \[ x^T S \beta_S > 2 \beta_F x^T_F (\lambda_S + \rho^2) \]

In words, the values of $\lambda_S, \beta_F, x^T_F$, and $\rho$ have to be (jointly) sufficiently small relative to $x^T_S$ and $\beta_S$ for this to happen. For all other parameter values the government’s f-instability activism will be below (or equal to) the socially desirable level.

Thus while the government tends to delegate some of its own f-instability activism to the central bank in the dependence scenario (Proposition 7), in the independence scenario the government’s influence over the central bank is limited. Since an independent bank is inclined to be less active than it should (Proposition 8), the government sometimes needs to step in and make up for it.
The inequality in (16) implies that such situation for example happens if the government is more conservative and less ambitious than the society (that is not very averse to $f$-instability). It also implies that if the society is responsible than such situation never occurs.

4.5. Optimal Institutional Design. The following proposition summarizes the welfare implications of the two regimes in terms of $f$-instability assignments.

**Proposition 10.** Assume $\rho < \min \left\{ \mu, \sqrt{\frac{1}{2\beta_F}} \right\}$. There exists a threshold $\bar{\lambda}_S$ such that: (i) for all $\lambda_S > \bar{\lambda}_S$ the independence scenario Pareto-dominates the dependence scenario in terms of social welfare: $u^I_S > u^D_S$; (ii) for all $\lambda_S < \bar{\lambda}_S$ the reverse is true; and (iii) for $\lambda_S = \bar{\lambda}_S$ the two scenarios yield identical welfare outcomes. In that case the institutional setup is irrelevant, which is also true, for any $\lambda_S$, under $\rho \geq \max \left\{ \mu, \sqrt{\frac{1}{2\beta_F}} \right\}$.

**Proof.** Inspection of (12)-(13) and (14)-(15) shows that under $\rho < \min \left\{ \mu, \sqrt{\frac{1}{2\beta_F}} \right\}$, we have $\min \{ \lambda^I_F, \lambda^I_M, \lambda^D_M \} > 0$. In order to compare social welfare from the two scenarios substitute all the equilibrium outcomes including $\lambda_S$ into $u^I_S$ and $u^D_S$ respectively. Then to derive the threshold $\bar{\lambda}_S$ that divides the parameter space into the three reported cases impose $u^I_S = u^D_S$. This yields

$$
\bar{\lambda}_S = \frac{\beta_S \rho^2 (2x^T \beta_F + 4x_S^T \beta_F \rho^2) - x^T \beta_F \rho^2 (1 + 4\beta_S \rho^2)}{4\beta_F \rho^2 + 1}.
$$

For illustration, Figure 2 reports social welfare for the two scenarios (under selected parameter values), including the $\bar{\lambda}_S$ threshold. The final claim can again be seen from equations (12)-(13) and (14)-(15). They imply that under $\rho \geq \max \left\{ \mu, \sqrt{\frac{1}{2\beta_F}} \right\}$ the indifference region obtains for both scenarios, $\lambda^I_F = \lambda^D_F = \lambda^I_M = \lambda^D_M = 0$, and this is true for any $\lambda_S$. In such case all the macroeconomic outcomes in equilibrium are the same under both scenarios, which completes the proof. \qed

Intuitively, under a sufficiently small $\rho$, the $\lambda^I_M, \lambda^I_F$, and $\lambda^D_F$ values are positive but too low (below their assigned values in the welfare scenario $\lambda^W_M$ and $\lambda^W_F$). When $\lambda_S$ is large enough, then the fact that $\lambda^D_F$ is lower (further away from $\lambda^W_F$) than $\lambda^I_F$ is relatively more important than the fact that $\lambda^I_M$ is lower than $\lambda^D_M$. Therefore, the independence scenario generates higher social welfare than the dependence scenario. For lower values of $\lambda_S$ this is however reversed.

**Remark 1.** A two-tier delegation delivers socially optimal outcomes. Society first imposes $\lambda_F$ onto the government, and the government then imposes $\lambda_M$ onto the central bank. If either player is allowed to choose their own degree of activism...
Figure 2. An example of social welfare in the $D$ (red) and $I$ (green) scenarios under $\rho = \frac{1}{2}$ and all other parameter values set to one. The threshold $\lambda_S$ is indicated by the thick line.

\[ \lambda, \text{ which is the case in both the independence and dependence scenarios, inferior outcomes will typically result.} \]

5. Summary and Conclusions

The paper examines how strongly, if at all, monetary and fiscal policymakers should respond to phenomena that can cause imbalances and financial instability. In a reduced-form framework it is shown that the answer depends on a number of variables describing the economy and the society’s (and policymakers’) preferences. It is further shown that if the government and the central bank choose the degree of their financial instability activism, socially inferior outcomes often result due to a moral hazard problem on their part. The structure of the delegation process therefore plays an important role.
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